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Shanghai, with its natural, cultural and historical wealth, is not only one of China’s most 

beautiful cities, but it is also one of the most exciting cities in the world. However, there are 
enormous challenges for navigation in the Shanghai Strait due to its geographical, geopolitical and 
oceanographic structure. One of the challenges is the marine traffic which crosses from one side to 
other of the strait. In this study, an attempt is made to identify of vessel traffic zones based on 
DBSCAN in the Wusongkou. It is located along the north end of Huangpu river which flows from 
South-West of Shanghai to the North-East and flows into Yangtze river. Ship’s domain is introduced 
into the DBSCAN algorithm, a particle suitable clustering algorithm is improved for clustering the 
real-time ship’s dynamic data and detecting potential traffic congested areas at sea, and define three 
neighborhood models. In addition, fuzzy evaluation model is applied to identify traffic congestion 
degree. At the end of study, combining the improved DBSCAN algorithm and fuzzy evaluation model 
for traffic congestion degree, using three neighborhood models with different size to analyses the AIS 
data from the vessels nearby Wusongkou in Shanghai, and build the corresponding figure of traffic 
condition visualisation, used to visualise the evaluation result. The result indicate that the 
neighborhood three model (length is seventeen times of ship’s length, width is six point four times of 
ship’s length plus ship’s width) can identify the traffic congested zones better.  

INTRODUCTION 

In recent years, shipping is developing rapidly over the world to meet the 
growing economic demands. Ships are getting greater, speedier, and more 
professional, and the number of ships improves dramatically. These factors make 
ports and straits more and more crowded and complicated, and the resulted traffic 
congestion or jam may enhance the risk of collision and decrease the traffic 
efficiency in a great extent. Therefore, the real-time identification of the congested 
zones at sea is vital role both on water traffic induction and its control. 

The concept of marine traffic congestion degree and its calculation, however, 
have not been well developed like in the road transportation domain. In order to 
meet the requirements of collision avoidance and traffic management, more and 
more vessels have equipped AISs. 
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Clustering, groups database data into meaningful subclasses in such a way that 
minimizes the intra-differences and maximizes the inter-differences of these 
subclasses, is one of the most widely studied problems in data mining. Clustering 
technique is applied in many areas, such as statistical data analysis, pattern 
recognition, image processing, and other businesses applications. 

The congested zones are usually detected by calculating the traffic flow and its 
density. Although intuitive, it has some shortages because it can not reflect the 
impact of traffic order and the vessels’ dimension on the traffic congestion degree. 
In this paper, traffic velocity is used for detecting the congested zones. 

This paper is organized as follow:  Section 2 presents the features of marine 
traffic congestion, the traditional methods to determine it and their disadvantages. 
AIS (Automatic Identification System) is presented in section 3, Clustering algorithms 
are introduced in section 4, a summary on the DBSCAN Algorithm and 
Improvement are presented in section 5. In section 6, we performed fuzzy evaluation 
model to determine traffic congestion degree with main traffic flow velocity.  
An experimental evaluation of the effectiveness using DBSCAN is discussed in 
section 7. In Section 8, we performed Identification of congested zones. Finally, 
main conclusion is offered in Section 9. 

 

 
 

Fig. 1.  Wusongkuo in Shanghai [Google Maps] 

1. MARINE TRAFFIC CONGESTION FEATURES AND TRADITIONAL 
DESCRIPTION OF TRAFFIC CONGESTION DEGREE 

At present, there is no definite definition of traffic congestion degree of strait. 
In fact, marine traffic congestion always exists and can be manifested as: 
• with low sailing velocity and speeding up and down frequently, 
• with disorder navigation, 
• with too many vessels blocked in the strait. 
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From the domestic and international research of marine traffic it is found that 
marine traffic engineers prefer to use traffic density or traffic volume to determine 
traffic congestion degree. 

Traffic density is the instant average quantity of the vessels per unit area in the 
surveyed waters through a certain waters during a certain time period. Both traffic 
density and traffic volume cannot describe the above 1 and 2 features of marine 
traffic congestion. There are two other major disadvantages when traffic density 
and volume are applied to determine the marine traffic congestion degree. So 
traffic density or volume is not a perfect parameter to determine traffic congestion 
degree. 

2. AUTOMATIC IDENTIFICATION SYSTEM (AIS) 

2.1. AIS Data 

Automatic Identification System (AIS) is a technology that was originally 
designed for collision avoidance, but it also can dramatically change the way we 
can track ships. An AIS transponder uses VHF frequencies, and broadcasts own-
ship’s position, name, call sign, along with detailed parameters like length, beam, 
draft, and tonnage. It also broadcasts details of the current navigation system: 
speed, course, rate of turn, destination, and ETA. More and more AIS base stations 
were deployed to receive this kind of real time ship information, and to send the 
information to VTS, where it will be displayed on the ECDIS [9] to facilitate the 
traffic monitoring. 

 

 
 

Fig. 2. System overview of AIS 
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The AIS data contains static data, dynamic data, and voyage-related 
information, security-related short messages and AIS ship reporting. In this paper, 
the static data and dynamic data are used. Static data includes the IMO 
identification number, IMO ship only code (MMSI), call sign and name of the 
vessel the length and width, vessel type and so on.  

Dynamic data includes the ship's position (longitude, latitude), coordinated 
universal time UTC (dates generated by the GPS receiving equipment), true course, 
speed related to the ground, heading, status (for example, NUC, anchorage from 
the manual input), turnrate and so on. 

2.2.  Data Preprocessing 

There are some data is the default, for example, speed is -1, longitude(lon) is 
181, latitude(lat) is 91, heading is -1, length is 0, width is 0.  

The treatment processes are as followings: if speed is -1, select the speed at 
previous time, if this speed is also -1, selects the speed at time before the previous 
time, and the selective processes continue until the speed is available. The 
treatment of other default is similar to speed. 

In order to avoid conflict phenomenon when AIS data are issued, the time of 
data issued by different vessels is different in the same region. Therefore, so as to 
ensure the test data is simultaneous, the average time of test data is considered as 
the standard time, vessels’ positions at this standard time are calculated by track 
reckoning. 

3. CLUSTERING ALGORITHMS 

There are two basic types of clustering algorithms [5] partitioning and 
hierarchical algorithms. Partitioning algorithms construct a partition of a database 
D of n objects into a set of k clusters. k is an input parameter for these algorithms, 
i.e some domain knowledge is required which unfortunately is not available for 
many applications. 

The partitioning algorithm typically starts with an initial partition of D and 
then uses an iterative control strategy to optimize an objective function. Each 
cluster is represented by the gravity center of the cluster (k-means algorithms) or 
by one of the objects of the cluster located near its center (k-medoid algorithms). 
Partitioning algorithms use a two-step procedure. First, determine k representatives 
minimizing the objective function. Second, assign each object to the cluster with its 
representative “closest” to the considered object.  

Ng & Han [6] explore partitioning algorithms for KDD in spatial databases. 
An algorithm called CLARANS (Clustering Large Applications based on 
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RANdomized Search) is introduced which is an improved k-medoid method. 
Compared to former k-medoid algorithms, CLARANS is more effective and more 
efficient. 

Hierarchical algorithms create a hierarchical decomposition of D. A hierarchical 
algorithms can be classified as being either agglomerative or divisive, based on 
how the hierarchical decomposition is formed. In such a hierarchy, each node of 
the tree represents a cluster of D. The dendrogram can either be created from the 
leaves up to the root (agglomerative approach) or from the root down to the leaves 
(divisive approach) by merging or dividing clusters at each step. In contrast to 
partitioning algorithms, hierarchical algorithms do not need k as an input. 

4. DBSCAN ALGORITHM AND IMPROVEMENT 

DBSCAN (Density-Based Spatial Clustering of Applications with Noise) is  
a density based clustering algorithm [4]. The algorithm grows regions with 
sufficiently high density into clusters and discovers clusters of arbitrary shape in 
spatial databases with noise.  

4.1. A Density Based Notion of Clusters 

When looking at the sample sets of points described in figure 3, we can easily 
and unambiguously detect clusters of points and noise points not belonging to any 
of those clusters. 

 
 

      database 1  database 2          database 3

Fig. 3. Sample databases 
 

The density-based notion of clustering states that within each cluster, the 
density of the points is significantly higher than the density of points outside the 
cluster. Furthermore, the density within the areas of noise is lower than the density 
in any of the clusters. 
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Definition 1:  The Eps-neighborhood of a point p, denoted by NEps (is defined by 
NEps(p) = {q∈D | dist(p, q) ≤ Eps}. The distance function dist (p, q) determines 
the shape of the neighborhood. MinPts is the minimum number of points that must 
be contained in the neighborhood of that point in the cluster. There are two kinds of 
points in a cluster, points inside of the cluster (core points) and points on the border 
of the cluster (border points). 
Definition 2:  A point p is directly density-reachable from a point q. Eps, MinPts if 
1) p∈NEps(q) and 
2) |NEps(q)| ≥ MinPts (core point condition). 
Obviously, directly density-reachable is symmetric for pairs of core points. In general, 
it is not symmetric if one core point and one border point are involved. Figure 4 
shows the asymmetric case. 

 

(b) (a) 

Fig. 4. Core points and border points 
 

Definition 3: A point p is density-reachable from a point q.  Eps and MinPts if 
there is a chain of points p1, ..., pn, p1 = q, pn = p such that pi+1 is directly density-
reachable from pi. Density-reachability is a canonical extension of direct density-
reachability. This relation is transitive, but it is not symmetric. Figure 3 shows the 
relations of some sample points and, in particular, the asymmetric case. Although 
not symmetric in general, it is obvious that density-reachability is symmetric for 
core points. 
Definition 4: A point p is densityconnected to a point q wrt. Eps and MinPts if 
there is a point o such that both, p and q are density-reachable from o wrt. Eps and 
MinPts. Density-connectivity is a symmetric relation. For density reachable points, 
the relation of density-connectivity is also showed in figure 5. 

 
Fig. 5. Density-reachability and Density-Connectivity 
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Definition 5: (cluster) Let D be a database of points. A cluster C wrt. Eps and 
MinPts is a non-empty subset of D satisfying the following conditions: 
1) ∀ p, q: if p ∈ C and q is density-reachable from p wrt. Eps and MinPts, then  

q ∈ C. (Maximality). 
2) ∀ p, q ∈ C: p is density-connected to q wrt. EPS and MinPts. (Connectivity). 
Definition 6: (noise) Let C1,…, Ck be the clusters of the database D wrt. 
parameters Epsi and MinPtsi, i = 1,…, k. Then we define the noise as the set  
of points in the database D not belonging to any cluster Ci , i.e. noise = {p∈D | ∀ i: 
p ∉ Ci}. 

4.2. Improvement of DBSCAN Algorithm 

In this paper, the shape of a ship will be simplified to a rectangular when 
clustering. And using simplified Fujii model instead of ε  neighborhood in the 
DBSCAN algorithm, and in order to detect the water traffic congestion zones 
better, two different neighborhood models are defined based on simplified Fujii 
model. The three models are shown in Figure 6(a) (b) (c) are respectively. 

 

     
(a)                       (b)                            (c) 

 
Fig. 6. (a)Neighborhood One (b) Two (c) Three 

5. FUZZY EVALUATION MODEL OF MAIN TRAFFIC CONGESTION 
DEGREE BASED ON MAIN TRAFFIC FLOW VELOCITY 

 Fuzzy evaluation model for traffic congestion degree is built through 
combining traffic flow speed and fuzzy inference system, and the evaluation 
process is shown in figure 7. 

4L 8L 6L 

LL L
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Fig. 7. Fuzzy Evaluation Process for Traffic Congestion Degree 
 

Traffic flow speed is divided into three grades: very slow, slow and fast, and 
the curve chart of traffic flow speed membership function is shown in figure 8. 
In addition, traffic congestion degree is also divided into three grades: 
uncongested, congested, very congested, and the curve chart of traffic congestion 
degree membership function is shown in figure 9. 

 

Very slow        Slow                Fast1

0
V VmaxV3 V4

1 V2
1 V4  

Fig. 8. Traffic Flow Speed Membership Function 
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Fig. 9. Traffic Congestion degree Membership Function 
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5.1. Fuzzy inference rule of the evaluation 

The fuzzy inference rule between traffic flow velocity and traffic congestion 
degree should be: 
• if traffic flow velocity is “very slow”,  then traffic congestion degree is “very 

congested”, 
• if traffic flow velocity is “slow” then traffic congestion degree is “congested”,  
• if traffic flow speed is “fast” then traffic congestion degree is “uncongested”. 

6. EXPERIMENTAL EVALUATION 

6.1. Dataset 

We used database from Microsoft SQL Server database management software. 
It has following columns: mmsi, turntate, speed, longitude, latitude, course, 
heading, updatetime, width and length of all ships in the water channel. 

6.2. Test Data and Preprocessing 

A large amount of traffic flow information, usually obtained by data collection 
equipment such as radar and AIS, are recorded and accumulated in the database of 
a Vessel Traffic Management System. However, the original data-set often 
includes noisy, missing and inconsistent data. Data preprocessing will improve the 
quality of the data and facilitate efficient data mining tasks. 

Test data in this paper is the AIS data from the vessels nearby Wusongkou in 
Shanghai, as is shown in figure 10. And a part of test data after preprocessing is 
shown in figure 11. 
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Fig. 10. A Part of Test Data Before Preprocessing 
 
 

 
 

Fig. 11. A Part of Test Data After Preprocessing 

6.3. Clustering Results 

The test data after preprocessing are analysed by the improved DBSCAN 
algorithm, and the MinPts is supposed to be 4.A part of results is shown in Figure 
three is about 3.78 knots, its congestion degree is 0.735, so it is congested. The 
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traffic flow speed of class 2 in clustering results based on neighborhood three is 
about 5.01 knots, its congestion degree is 0.7, so it is congested. 

 

 
 

Fig.12. Congested Zones Visualization Based on Neighborhood One 
 

 
 

Fig. 13. Congested Zones Visualization Based on Neighborhood Two 
 

 
 

Fig. 14. Congested Zones Visualization Based on Neighborhood Three 
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CONCLUSIONS 

The aim of this study is to identify congested zones by investigating the 
current marine traffic speed based on DBSCAN algorithm in the Wusongkou, 
Shanghai which is the chosen geographical area of research. A fuzzy inference 
model was built to determine the marine traffic congested zones under varying 
traffic flow speed. The neighborhood three models are proposed to identify the traffic 
congested zones better. Minpts in clustering algorithm and channel boundary 
information are not considered and the number of vessels inference on traffic 
congestion degree is not taken into account. 

Results of the marine traffic simulation studies according to the current traffic 
situation show the traffic flow speed of class 1 is about 4.6 knots and the traffic 
congestion degree is 0.7 for neighborhood one and two.  The traffic flow speed of 
class 1 is about 3.78 knots and the traffic congestion degree is 0.735 and class 2 is 
about 4.6 knots and the traffic congestion degree is 0.7 for neighborhood three.  

This study is supposed on several future academic studies and collision 
avoidance at sea. We have plans to apply DBSCAN method to determine traffic 
congestion degree with ship domain for collision avoidance system. 
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ANALIZA I IDENTYFIKACJA STREF NATĘŻENIA RUCHU MORSKIEGO  
W OKOLICACH PORTU WU SONG KU W SZANGHAJU 

Streszczenie 

Szanghaj, z jego naturalnym, kulturalnym i historycznym bogactwem, jest nie tylko jednym  
z najpiękniejszych miast chińskich, ale również jednym z najbardziej fascynujących miast na świecie. 
Jednakże wody wokół Szanghaju stanowią duże wyzwania dla nawigacji ze względu na skompli-
kowane geograficzne, geopolityczne i oceanograficzne struktury obszaru. Jednym z wyzwań jest 
ogromne natężenie ruchu morskiego, który krzyżuje się w tym miejscu. Wusongkou to miejsce 
zlokalizowane wzdłuż północnego końca rzeki Huanpu, która płynie z południowego zachodu na 
północny wschód i wpływa do rzeki Jangcy. W niniejszym opracowaniu podjęto próbę identyfikacji 
stref natężenia ruchu w okolicach Wusongkou opartą na algorytmie DBSCAN (Density-Based Spatial 
Clustering of Applications with Noise) i modelowaniu odległościowym z rozmytym kryterium dopa-
sowania. W zastosowanych algorytmach DBSCAN uwzględniono domenę statku, a także algorytmy 
grupowania pozwalające częściowo uwzględnić rzeczywiste dynamiczne dane statków w celu wykry-
cia obszarów o największym natężeniu ruchu. Głównym celem pracy jest budowa modelu algorytmu 
predykcji, identyfikacji i prezentacji w czasie rzeczywistym obszarów o szczególnie dużym natężeniu 
ruchu morskiego dla rzeczywistych danych statystycznych o ruchu statków na akwenie podejściowym 
do Shanghaju oraz wybór modelu algorytmu optymalnego dla danego akwenu wodnego. 
 


